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ABSTRACT  

New telecommunications networks are enabling powerful AI applications for smart cities and transport. These 

applications require real-time processing of large amounts of media data. Sending data to the cloud for processing is 

very difficult due to latency and energy constraints. Lossy compression can help, but traditional codecs may not 

provide enough quality or be efficient enough for resource-constrained devices. This paper proposes a new image 

compression and processing approach based on variational auto-encoders (VAEs). This VAE-based method aims to 

efficiently compress images while still allowing for high-quality reconstruction and object detection tasks. The 

encoder is designed to be lightweight and suitable for devices with limited computing power. The decoder is more 

complex and uses multi-level vector quantization to reconstruct high-resolution images. This approach allows for a 

simple encoder on edge devices and a powerful decoder on cloud servers. Key contributions include a low-complexity 

encoder, a new VAE model based on vector quantization, and a framework for using VAEs in IoT. The first 

experiments on reconstructed images on CelebA and ImageNet100 datasets show promising results in terms of MS-

SSIM, PSNR, MSE and rFID compared to the literature and the ability of our approach to be used in IoT applications. 

Our approach presents results similar to complex algorithms like compression algorithms BPG in term of trade-off 

rate-distortion, and hierarchical auto-encoder (HQA) in terms of image reconstruction quality. 

 

Key Words: IoT, Super-tokens, Variation Auto-Encoder, Vector Quantization. 
_______________________________________________________________________________________________ 
 

1. INTRODUCTION  
The appearance in recent years of very high-speed telecommunications networks, notably 5G [1], or even 6G [2], 

allows IoT devices to acquire, process, and transmit information in greater quantitie, more voluminous and of all types 

and in almost real time |3]. This allows the development of applications intended for the creation of smart cities and 

intelligent transport systems that combine technologies from artificial intelligence, in particular, deep learning and 

networks, to enable the development of learning-intensive applications. In this type of learning, media data (images or 

videos) from a source node are sent to remote cloud nodes for more complex analyses. In an IoT environment marked 

by energy consumption constraints and low storage and calculation resource capacities of the nodes, this type of 
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service which authorizes the deployment of services near the devices must solve the problem of reducing latency, 

optimization of energy consumption, and use of peripheral memory [4]. Additionally, this type of network uses lossy 

compression algorithms that transmit information at low rates. The main constraint of a lossy compression algorithm 

at extremely low bit rates is low distortion and very low perceptual quality in the original data reconstruction 

processes [5-6]. These algorithms are generally analyzed through the flow-distortion compromise, initially proposed 

by Shannon [7] which aims to find a balance between the flow R and the distortion d by minimizing d + βR, where β > 

0 balances the two competing objectives [8]. However, in modern lossy compression systems, high perceptual quality 

during data reconstruction is often more desirable than low distortions. At low throughput, it is desirable to 

communicate only high-level concepts and entrust a powerful decoder [6] with the ability to reconstruct the data 

taking into account hidden contextual information. Following this principle, neural networks present a promising 

avenue because they are flexible enough to learn the complex transformations needed both to capture high-level 

concepts and to reconstruct in a convincing manner that avoids artifacts [9]. 

In this paper, we propose a new image compression and processing approach based on variational auto-encoders [10]. 

The model aims to provide a native algorithm for data compromise and to reconstruct high-quality images as realistic 

as possible to enable classification or object detection tasks a posteriori. It provides an efficient data compression 

mechanism and an algorithm for reconstructing high-quality images similar to the original images usable for 

classification or object detection tasks. In a context where the encoder needs to be placed in low-power devices, 

needing to compress and transmit important features for complex tasks to dedicated edge/cloud servers, conventional 

compression codecs such as VVC [11] and HEVC [12] are most often unsuitable for this type of device because of 

their computational complexity. As for those based on the JPEG2000 protocol and these extensions, they may be 

suboptimal in terms of coding efficiency, since they only optimize part of the pipeline [13-14]. More recently, codecs 

based on vector quantization have emerged highlighting the importance of learning the distribution of codewords for 

efficient compression [15-17]. However, these encoders are complex and unsuitable for widespread deployment in 

IoT. Inspired by the work of [18] which used a variational auto-encoder to propose a lightweight encoder capable of 

efficiently compressing the images to be transmitted and a decoder that allows the images to be classified without 

reconstructing them, this paper aims to propose a framework that based on variational auto-encoders also provides an 

efficient encoder which compresses the data in the form of a dictionary and proposes a decoder which reconstructs the 

original images. The encoder uses residual approaches to capture information with significant semantic content with 

low computational power and extracts information with a spatial resolution reduced by a factor of 8 times the size of 

the original image. As for the decoder, much more complex, it uses a multi-level approach to vector quantization 

introduced by [15]. Unlike the work of [17] which uses a continuous representation of the latent space, we use a 

discrete representation of the latent space as in [6] at several resolution levels to obtain reconstructed images of high-

resolution quality. The latent space is then composed of a dictionary learned from the data and the interactions 

between the different elements of the dictionary are modelled by self-attention mechanisms [19]. Indeed, in [20], the 

authors showed that the use of a continuous latent space considerably harmed the synthesis capabilities of the decoder 

in variational auto-encoders and led them to reconstruct relatively blurry images of poor spatial resolution quality.  

Furthermore, they show in this same study that the performances of a variational auto-encoder are mainly linked to 

those of the decoder that constitutes it. This allows us to have a relatively simple encoder that can be implemented in 

devices with low computing and memory resources and reserve a complex decoder on remote cloud servers. The main 

contributions of our approach are as follows: 

 Development of an encoder with low computational complexity that can be used in low-cost and low-

resource consumption systems. We also offer a decoder to synthesize high-resolution quality images that 

can be used as input to any classifier located on a cloud network 

 Proposal of a new auto-encoder model based on vector quantization. This approach uses multi-level vector 

quantification of spatial resolution starting from the finest levels to the coarsest levels. 

 Proposal of a framework for using discrete latent space variational auto-encoders in the context of IoT. 

In the remainder of this article, section 2 presents the literature review to highlight the interest of our approach. 

Section 3 is devoted to a detailed study of our approach. In section 4, we present the experiments and discuss the 
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results obtained compared to those of the best algorithms in the literature in section 5. We end this paper with a 

conclusion followed by perspectives. 

 

2. LITERATURE SURVEY 

The integration of artificial intelligence into IoT networks aims to provide devices with analysis and decision-making 

capabilities. In the context of learning-based IoT networks, this involves the development of codecs that can be 

embedded in low-cost equipment. Early solutions used existing codecs such as JPEG [21], JPEG2000[22], 

H.265/HEVC [12], AV1 [23], and the recent H.266/VVC [11]. These codecs, recognized for their excellent 

compression qualities, have been designed to minimize the distortions contained in terms of visual quality in the 

decoded signals and are thus adapted to the human vision system. The codecs for these algorithms transform the signal 

using orthogonal linear transforms such as discrete cosine transforms (DCT) or discrete wavelet transforms (TOD) to 

allow the encoder to quantize high spatial frequencies more severely. This is because the human visual system (HVS) 

is more sensitive to distortions present in high frequencies than in low frequencies. The SVH is also more sensitive to 

distortions on the luminance component than on the chrominance components. This means that these coding tools 

favor greater fidelity for the luminance component. Additionally, for a given image quality/distortion, these codecs 

can generate low-bitrate bitstreams for transmission over low-bandwidth networks. However, in the case of cloud-

based learning, these codecs are unsuitable because machine task algorithms may not be accurate on compressed 

content based on the properties of the human visual system. For example, high spatial frequency features can be useful 

for object detection and chrominance components can have a significant impact when classifying elements in a scene. 

Furthermore, the authors of [24] showed that to be effective, cloud learning-based algorithms must follow the same 

encoding and decoding principles as traditional approaches but must do so in a non-linear manner. More recently, 

various algorithms [25-28] based on artificial neural networks for image compression have appeared with a bitrate-

distortion trade-off equivalent to that of conventional codecs. In these algorithms, the encoder and decoder are 

constructed as deep neural networks (DNN) instead of linear orthogonal transformations. The auto-encoder transforms 

the input image into a descriptor vector which is quantized and whose entropy is then encoded in a differentiable 

manner by the probability distribution estimate. To improve compression efficiency, existing works have explored 

efficient neural network blocks, such as residual networks [29], self-attention [19], and transformers [30-32], as well 

as entropy-based models such as hierarchical [33] and auto-regressive models [34-36]. Regardless of their complexity, 

all these architectures rely on the variational auto-encoder model [37]. Indeed, variational auto-encoders are germinal 

models that seek to express the distribution         that the input data follows using neural networks. For this, they 

express the joint distribution of the input data and the latent data by (1) 

 

                                             (1) 

 

where P(z;θ) represents the prior distribution of the latent data and P(x|z;θ) is the prior distribution of the input data 

according to the latent data we want as close as possible to         These distributions being in practice impossible to 

find, the auto-encoders achieve this by minimizing the following loss function according to  (2). 

 

                                       (   |    ||       )          ̂ ]                  (2) 

 

in which           represents the Kullback-Liebler divergence and   ( | ,  ) represents the inference model 

(encoder) which generates the latent data z according to the observations   and   a parameter of regularization. Recent 

studies [38] have shown that this equation Eq. (2) is an upper limit of the Lagrangian relaxation of the information 

rate-distortion function [39], showing the close link between the self-variational encoders (VAE) and lossy 

compression. However, VAEs generally produce images with characteristic and annoying blur because the average 

pixel variance in the generated images is significantly lower than that of the data in the training set [40]. To overcome 

this limitation, hierarchical approaches [41], [42], [43], [44] are among the most promising. In this case, the latent 

variable is partitioned as a group                        of latent variables grouped in an auto-regressive manner 

as shown in (3). 
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                             |            |             |                                    

 

In this equation,        represents the set                . The variable      is of low dimensionality while the 

variable      is of high dimensionality. This not only increases the flexibility of the VAE but also allows the 

information contained in the images to be captured from the coarsest scales to the finest scales. However, these 

approaches determine latent variables in continuous space, making using a discrete encoder for lossy compression 

quite difficult for these auto-encoders. One solution approach is to implement relative entropy coding (REC) [45-48] 

in which samples of latent variables are stochastically encoded. VAE with average code length close to the KL term in 

equation Eq. (2). However, they either require a fairly long execution time or incur significant code length overhead. 

Another alternative is to construct VAEs with discrete latent variables. Discrete VAE (DVAE) [47], in which latent 

variables follow the Bernoulli distribution and vector quantized VAE (VQ-VAE) [5-6] assume categorical latent 

variables. Due to various statistical challenges, DVAEs and VQ-VAEs are still not capable of optimizing the end-to-

end throughput-distortion (RD) trade-off in their current form, as they require on the one hand double encoding of data 

from the dictionary and the quantized vector and their simultaneous transmission to the decoder. To overcome these 

limitations and to create a unique model, the authors proposed adjustable compression algorithms depending on the 

quantified information of the vectors of the latent space descriptor [49], [50] only or by adding information depending 

on the spatial context. More recently in [51] the authors proposed a modular architecture according to the objectives 

set by the flow-distortion relationship. However, even if these algorithms are effective, they remain difficult to exploit 

in the context of IoT devices because of the complexity of their practical implementation. More recently, the authors 

of [5] proposed a hierarchical architecture of VQ-VAE, and HQA to achieve high compression rates. They show that 

the combination of latent structure in hierarchical form and a stochastic quantification approach facilitates image 

compression and allows the reconstruction of high perceptual quality images that retain semantically meaningful 

features. Likewise, in [15] the authors show that a theoretical reformulation of the ELBO in the form of cross entropy 

made it possible to construct a relatively lightweight auto-encoder usable in the context of IoT from a discrete 

quantification of the latent space and provide an output classifier. However, if these two approaches show that it is 

possible to successfully adapt auto-encoders to the context of IoT applications, the quality of the images reconstructed 

by [6] approaches remain relatively low resolution while in [51], encoding requires the presence of an adaptive type 

arithmetic encoder and is not particularly suited to image reconstruction tasks. The approach that we propose 

compensates for the inadequacies of the last two models, by offering an architecture that reconstructs images with a 

high-quality resolution while keeping a high compression rate and on the other hand which can be used as input to any 

classification architecture. The model proposed, as in [5], is based on an approach of decomposing the latent space 

hierarchically. Unlike the classic approach of discrete quantification, the data dictionary is constructed 

deterministically from the data, and each vector of the latent space is assigned a cluster by projection into the latent 

space by self-attention to take into account the spatial context and long-term dependencies. 

 

3. Research Methodology 

a. Vector quantization 

i. Theoretical formulation      

One of the main objectives is to provide a model capable of reconstructing images with high-resolution quality, we 

relied on the principle of vector quantization auto-encoders (VQVAE) proposed by [6]. Indeed, the goal of a 

variational auto-encoder is to train a generative model which is to estimate the set of parameters θ which gives the 

joint probability of the latent data   and the input data    like as shown in Eq. (1).  (      )  is a prior distribution over 

latent variables z and    |        is the likelihood function or decoder that generates data x given latent variables z. 

Since the analytical estimation of the posterior distribution  ( |      ) is in general intractable, the generative model 

is trained using an approximate posterior distribution or an encoder    |      which is such that the KullBack-

Liebler divergence between    |      and   ( |      ) is close to 0 and is a lower bound of loglikehoogd as shown in  

(4). 
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                                                              (        )                                          

In [16], the authors showed in (5) that the correspondence between the prior distribution 

                                                   |                                           

is quite difficult to achieve and influences the poor performance in image reconstruction on the part of VAE. One 

solution to this problem is to move to a discrete latent space as in [20] instead of the continuous space. In this case, the 

prior distribution    |      is deterministic, and the prior distribution  (      ) is considered uniform. This makes 

the KullBack-Liebler divergence becomes the entropy of the latent distribution      and the encoder can be adjusted 

to maintain the Shannon equilibrium [7] and guarantee the throughput-distortion trade-off. In the case of the VQ-VAE 

model, the assignment of vectors to their cluster is done according to  (6). 

                                               ‖          ‖
                       

In this equation         corresponds to the latent vector coming from the encoder, the center    of the cluster k 

assigned to the latent vector       , the Euclidean distance ‖ ‖ . The vectors                          and the 

distribution       |         is therefore according to  (7). 

                |     {
                 ‖           ‖

 

  
                     

The loss function to be minimized becomes according to equation Eq. (8) 

                                 ̂    ‖               ‖
                           

where       is the gradient from the decoder transmitted to the encoder. The first term represents the reconstruction 

error of the auto-encoder. The second term is used to regularize the encoder so that the quantization error is 

minimized. The parameter is β generally taken equal to 0.25. 

As in [41, 42], we propose a hierarchical approach to vector quantization to increase the reconstruction capabilities of 

our auto-encoder. To do this, we partition the latent variable z into L groups such that                           

The prior distribution of the latent variable z becomes according to (9). 

                                      ∏ 

    

      |                                            

and    |       becomes according to (10) to 

        |            |          ∏ 

    

       |                                   

The estimate of the ELBO represented in  (4) then becomes (11). 

             |                   |    ||                         |                      |    ||           

                                                                                          ∑          |         ||   |          

   

  

                                                              (        )                                   
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Assuming conditional a priori law      |         uniform and      |           deterministic, we have that the loss 

function becomes according to  (12). 

                       ̂      ∑       |            

   

        ∑‖                   ‖
  

   

                

In equation Eq. (12) H represents the entropy of the distribution Q. 

Inspired by the work of [5], [20] which shows that such a hierarchy is similar to a Gaussian and Markovian 

hierarchical model, at each resolution level           is estimated by a residual approach in (13). 

                   (            )   (            )                                 

with the function         is the function allowing to extract features at the layer l. 

Likewise, for the calculation of the entropy        |          the distribution Q is defined according to the equation 

Eq. (14) 

 (           |        )       (
          |     

√  

 )                               

In this equation      is the dimensionality of a codebook tensor at layer l ;        is the scalar dot product. To improve 

the quality and fidelity of the reconstructed images, the loss function of our auto-encoder is expressed by the relation 

               given in (15) 

                         (
 

   
       ̂      ∑       |            

   

      ∑‖                   ‖
  

   

)        

In [20], the authors showed the mean square error (MSE) constitutes a source of limitation of the performance of 

VAEs because its estimation requires the calculation of an average over a set of pixels. This is partly responsible for 

the blurring effect observed in VAEs. To improve the quality of the images, we replace this MSE loss with the 

perceptual loss [52]. This type of loss compares the predicted images to those of a pre-trained model, generally, VGG-

16 [53] to adjust the parameters which guarantee convergence. It is weighted by a coefficient that depends on the 

SSIM score [54] to take into account variations in luminance, contrast and distortions present between the 

reconstructed images and the original images. The parameter γ ensures the balance between good quality of data 

representation and good quality of image reconstruction [55] and decreases regularly towards 0 starting from an initial 

value of 1. The parameter λ is choosing to be close to 0 as possible, because quantization vector algorithm is the limit 

when entropy term goes to 0 [19]. In the next section, we describe the process of assigning a tensor from the latent 

space to its cluster. 

ii. Estimation of the quantized vector      

Papers can be written in English, French, Spanish or ArabicIn the classic approach, the assignment of a vector of the 

latent space is done by calculating its distance with all the vectors of the dictionary. This model, although effective, 

cannot be applied to low-cost devices because of its computational cost and applies well to small-sized images. To 

circumvent this limitation and allow the use of vector quantization at larger spatial scales, we propose a reformulation 

of the cluster assignment problem using self-attention mechanisms. Thus, if we consider        the features 

descriptors tensor of the latent space coming from the encoder,                . Thus, we can see           

          .  The objective of the problem amounts to finding a dictionary        |           with 

ordered vectors              and       which represents the centers of the clusters to which the vectors 

                    belong. We therefore embed the space      into the smaller space        by the matrix Q of 
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      estimated iteratively. The initial dictionary      is constructed by estimating the average of the closures on a 

regular grid of dimensions     such that     
 

 
 

 

 
 

Thus, at iteration t, we have according to  (16). 

                        (
(       )  

√  
)                                                 

The dictionary vectors are updated by column normalization of the matrix Q which we will denote  ̃ according to 

(17). So at iteration t: 

                                             ̃     ( ̃   )                                                 

The computational complexity is proportional to      operations where v is the number of iterations. The authors of 

[56] showed that the efficiency of the algorithm is proportional to the size of the dictionary. An increase in size would 

therefore make this algorithm unusable for our IoT systems. To do this as in [55], the scalar dot product is performed 

on a neighbourhood of size     taken around the dictionary vector. This reduces the computational complexity to 

    . In our experiments, we take     iterations so finally we obtain an algorithm whose computational 

complexity is similar to      and only depends on the dimensions of the latent space at the output of the encoder. To 

overcome the problem of the size of the dictionary, we will, as in [56], use multi-head self-attention [55] to capture the 

long-term dependencies between the elements of the dictionary and thus limit ourselves to relatively small dictionary 

sizes. The equations (18), (19) and (20) make it possible to estimate the new dictionary 

                 ̅       ̃         ( ̃   )                                        

with 

                       ( ̃   )      ( ̃   )                                 

Here        represents multi-headed self-attention. Subsequently, the new dictionary is expressed by  (20). 

                         ̅                                     

In equation Eq. (20), it should be noted that the parameter α is learned during the training phase. Once the dictionary is 

constructed, we need to assign each vector to the center of the cluster   . To do this, the association between the latent 

space        and the dictionary E is constructed by (21) which gives 

 ̂(            |    )  {
              ( |              )

          

 
                          

In this equation,   is calculated according to the equation Eq. (17). Subsequently, the quantized features descriptors 

 ̂   of latent space features descriptors         is estimated according to (22) 

                ̂    ̂                                                       

In which each element of the latent space is represented by the center of the cluster to which it belongs. 
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b. Structures of encoder and decoder  

The proposed model follows the classical architecture of variational auto-encoders and includes an encoder followed 

by a decoder as shown in Fig. 1. 

 

Fig.  1 Overall architecture of the variational auto-encoder 

The encoder extracts feature from the coarsest spatial scale to the finest spatial scale, while the decoder reconstructs 

the image starting from the descriptors at the finest spatial scale until reconstructing the image whole. In its use in 

learning IoT networks, an arithmetic encoder, and decoder are placed respectively at the output of the encoder and the 

input of the decoder to protect the transmission of data from transmission channel errors. Our encoder, the structure of 

which is presented in Fig. 2, is composed of 2 residual blocks [56] to allow us to obtain characteristics with an 

important semantic context while avoiding gradient fading and avoiding a very deep architecture. 

 

Fig.  2 Architecture of the encoder 

The residual layers illustrated in Fig. 3 consist of a succession of two 2D convolution products with a     kernel 

followed by a Swish [57] type activation function. The Swish activation function helps improve network convergence 

during the training phase. In addition, each residual block is preceded by an asymmetric convolution of type ACB [58] 

which is composed of three 2D convolution products, one in the horizontal direction of kernel      , the other in the 
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vertical direction of kernel       and a convolution of square kernels of size    . The ACB block makes it possible 

to increase the capacities of the reception field without having to increase the computational complexity. Thus, the 

encoder extracts the features with a local spatial context in a decreasing manner by decreasing each layer past its 

spatial resolution by half and increasing the dimensionality of the features by a factor of 2. This allows us to obtain a 

tensor of descriptors of size 
 

 
 

 

 
        at the output of the convolution blocks, with W, and H the spatial 

dimensions of the original images. The descriptor output from the encoder is then assigned to a cluster by vector 

quantization. Thus quantifying, the latent image representation space is discrete, and all of the semantic information 

contained in the image is thus represented by a set of K dictionary vectors of dimension D, with        where H, 

and W represent the width and height of the original image respectively. 

 

Fig.  3,  Architecture of residual block used in our approach 

The structure of the decoder is symmetrical to that of the encoder. Unlike the encoder, the transition from one layer to 

the next is done by a deconvolution product since we start from the deepest layers with a fine spatial resolution 

towards the highest spatial resolution layers while reducing the dimensionality of the descriptors. The size of the 

descriptors is multiplied by a factor of 2 with each passage from a lower layer to the next higher layer and the number 

of channels decreases by a factor of 2. The last layer of our model uses the activation function of type Elu [59] to 

maintain the values obtained in the interval [-1; 1] necessary for the estimation of the perceptual loss type loss 

function. In addition, our decoder uses the hierarchical vector quantization approach as indicated in the previous 

section. Figure 4 illustrate the working process of our proposed decoder. 

 
 Fig.  4: Architecture of the decoder 
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4. Result and Discussion 

4.1  Result 

i. Experimental settings 

The goal of our algorithm is to propose a framework capable of compressing and reconstructing images, we will carry 

out 2 series of experiments. The first concerns the compression capabilities of the encoder by analyzing the bitrate-

distortion compromise. The second concerns the reconstruction and classification capabilities of the model. The 

experiments were conducted on a 16-core i7 processor PC with a NIVIDA RTX3070 GPU with 8GB of VRAM. 

During the training phase, the optimizer used is Adam type with an initial learning rate of       . The model input 

images were set to           pixels. Different types of datasets were used depending on the desired performance. 

The ImagNet100[60], celebA-HQ [61], Kodak [62] and Urban100 [63] datasets.  The CelebA-HQ             

dataset is a high-resolution version of the popular CelebA dataset, focused on celebrity faces for image generation and 

machine learning tasks. Consists of 30000 high-quality face images of celebrities. ImageNet100 is a smaller subset of 

the popular ImageNet dataset, designed for easier training and faster experimentation in image classification tasks.  

This dataset contains 100000 images across 100 object categories. Each category represents a distinct and easily 

recognizable object, like airplanes, dogs, flowers, or chairs. Images are of varying sizes and resolutions, reflecting 

real-world image diversity. The Urban100 dataset contains 100 images of urban scenes. It commonly used as a test set 

to evaluate the performance of super-resolution models. This images in this dataset are at different resolution from 

           pixels to             pixels. Kodak Dataset contains a collection of 24 high-quality, full-color images 

with           pixels of resolution. It iscommonly use for evaluating performance of compression algorithms and 

testing image quality metrics. Kaodak and Urban100 datasets were used in the first set of experiments as they are 

considered benchmarks reference when studying the flow-distortion trade-off. The compression qualities of our model 

will be studied according to the rate-distortion compromise. This trade-off is characterized by the evolution of the 

bitrate and MS-SSIM [64] or mean square error (MSE). Bitrate is the ratio between the number of bits necessary to 

encode the image on the size of the image. MS-SSIM and MSE represent the distortions caused by the compression of 

this data.   The image generation capabilities of our algorithm will be evaluated based on the celebA-HQ and 

ImageNet100 datasets. The interest in these datasets comes from the fact that facial recognition is a particularly 

difficult task for generative models because of the local semantic content that varies greatly from one image to 

another. 
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ii. Presentation of main results 

To study the bitrate-distortion trade-off, we will simulate different compression rates of the Kodak and Urban100 

datasets ranging in the corresponding interval Q = [0 ;100] varying from 0.1 to 0.99 to simulate low bitrate (bpp). This 

is justified by the fact that in practice, our devices will operate with very low bitrates (bpp). The results of the curves 

in Fig. 5 shows the evolution of the MS-SSIM and the MSE according to the different compression rates. 

 

  
Fig.  5: MS-SSIM and MSE curves for Kodak and Ureban100 datasets 

 
Fig.  6: Comparison of MS-SSIM between different compression algorithms: our model, JPEG2000 and BPG 

In Fig. 6, we show the compression qualities of our algorithm by comparing the evolution of the MS-SSIM of our 

approach to those of classic compression algorithms such as JPEG 2000 and it’s extension BPG.  Fig. 7 and Fig. 8 

show an example of image reconstruction from the celebA-HQ and ImageNet datasets for different compression rates. 

For each image, we give the PNSR, the MS-SSIM, and the rFID score [65]. The MS-SSIM describes the distortions 

present during the reconstruction of the images, the rFID which is an application of FID to the test data allows us to 

see the quality of resemblance of the reconstructed images with those of the original images. In the following figures, 

we can see the results of reconstructions for our approach for different low bitrates between 0 and 1. The choice of 

low bitrates is crucial in the case of IoT applications particularly when the environment is degraded. In this case, the 

bitrate from the encoder to the decoder becomes very low. To simulate this case, we compress each image in 

ImageNet and CelebA-HQ dataset with JPEG 2000 protocols to obtain different bitrates and we submit these 

compresses datasets to our model. The following figure shows the results after 10000 epochs. For the simulations, 

images are resized to           pixels in RGB color space 
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Original 

    

bpp :1,05 

MS-SSIM:0,9663 

PSNR:28.45dB 

rFID : 45,17 

LPIPS:0,10 

    

bpp :0,62 

MS-SSIM:0,9549 

PSNR:27,85 dB 

rFID : 49,18 

LPIPS:0,12 

    

bpp :0,3185 

MS-SSIM:0,9410 

PSNR:26,75 dB 

rFID : 52,11 

LPIPS:0,14 

    

bpp :0,145 

MS-SSIM:0,85 

PSNR:21,18 dB 

rFID : 65,20 

LPIPS:0,21 

    

Fig.  7: Images reconstructions for different bitrates on CelebA-HQ 256 x256 dataset 

Original 

    

bpp :1,05 

MS-SSIM:0,9801 

PSNR:31,10dB 

rFID : 29,10 

LPIPS:0,09 
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bpp :0,62 

MS-SSIM:0,9575 

PSNR:28,15 dB 

rFID : 47,2 

LPIPS:0,115 

    

bpp :0,3185 

MS-SSIM:0,9410 

PSNR:27,8 dB 

rFID : 50,32 

LPIPS:0,1325 

    

bpp :0,145 

MS-SSIM:0,88 

PSNR:20.50 dB 

rFID : 64,10 

LPIPS:0,20 

    
 

Fig.  8: Image reconstruction for Imagenet100  datasets for difeérents bitrate(bpp) 

As we can see, our decoder preserves most information in the images despite the low bitrate. In most case PSNR  > 20 

dB. The metrics like PNSR, and MS-SSIM grows with the augmentation of the bitrate and shows that, when the 

bitrate increase, the distortions decrease.  It   is due to complex structure of the decoder that propagate information 

from the finest lower layers to coarse higher layer using residual block at each step and vector quantization. We can 

notice in this figure that, rFID and LPIPS decrease when the bitrate increases. This behavior shows that, when the 

bitrate increases, our model is able to build images that are similar to the original images unlike the bit rate is still 

slow. 

b. Discussion  

i. Analysis of trade-odd debit-distortion  

The curves in Figure 5 shows the evolution of the MS-SSIM, the P-SNR (dB), and the MSE as a function of the 

different compression rates and therefore the bitare (bpp). In distortion analysis, MS-SSIM analyzes the structural 

similarity between the compressed image and the original image at several levels of spatial resolution and translates 

the quality of preservation of local structures. The MS-SSIM evolution curve shows that for our Kodak and Urban100 

image sets, it varies between 0.87 and 0.96 in an increasing manner depending on the evolution of the bitrate. This 

evolution shows that an increase in the compression quality increases the MS-SSIM and therefore consequently 

reduces the distortions in the images reconstructed at the decoder output. Moreover, the MS-SSIM score obtained in 

the worst cases is relatively good around 0.87 in Kodak and urban100. This reflects the fact that despite significant 

degradation, most of the local structures are preserved by our model. As for the curve reflecting the evolution of the 

MSE as a function of the bitrate, it decreases as a function of the evolution of the bitrate and therefore the quality of 

the compression. This curve reflects the overall reconstruction error of the compressed image compared to the original 

image. We see that despite the significant distortions introduced by the low compression qualities, the reconstruction 

error remains relatively low ranging from 0.01 for a bitrate of 0.1 bpp to 0.003 for a bitrate of 1. In addition, it should 

be noted that in the curves of Figure 5, the results in terms of MS-SSIM and MSE are better for the Kodak dataset than 

that of Urban100. This is explained by the complexity of the structures present in the Urban100 images which 

generally represent an urban environment with greater variability of objects in terms of size and local context than that 

of the Kodak dataset. In Figure 6, we compare the results obtained with those of other compression algorithms such as 

JPEG 2000 and BPG. The results show that our algorithm performs better than JPEG 2000 and presents similar results 
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to that of BPG. Indeed, whatever the bitrate, the curve reflecting the evolution of the MS-SSIM of our approach is 

always above that of the JPEG2000 algorithm. Indeed, JPEG2000 suffers from implementation complexity 

accompanied by latencies in data coding and uses larger encoders to represent the information. Which limits its 

performance in coding with low compression quality, therefore requiring low bitrates. As for the BGP algorithm, the 

evolution of MS-SSIM is relatively similar for all compression qualities except in compression qualities close to 100 

in which our algorithm becomes superior by +0.1% in terms of MS-SSIM. For low bitrates, BPG and our approach 

give fairly close results with MS-SSIM between 0.87 and 095 for our approach and 0.88 and 0.95 for BPG, for bitrates 

between 0.15 and 0.6. this reflects the fact that our algorithm has, just like BPG, the ability to encode most of the 

visual information into small-sized vectors. 

 

ii. Analysis of image reconstruction quality  

Figures 7 and 8 showed that the image reconstruction quality of our model increases with the quality of the 

compression of the input images. the distortions characterized by the MS-SSIM, and the PNSR decrease while the 

visual quality and resemblance to the original image increases by the rFID and LPIPS cores. for these 2 metrics, the 

more they decrease, the better the quality of the reconstruction. In order to evaluate the generation quality of our 

decoder, we will compare it to some of the vector quantization based variational auto-encoder. 

 

Table 1. Comparative results of rFID score for differents algorithms on Celeb A-Hq dataset 

Dataset Methods rFID  

CelebA-HQ 256 x 

256 

VQ-VAE 85.9 

VQ- VAE+ HMA 45.6 

HQA 22.8 

Our approach 23.4 

 

The previous table summarizes the rFID score of our approach and different auto-encoder algorithms based on vector 

quantization for the celebA-HQ.  Our approach is compared to those of the HQA and VQ algorithms.  VQ-VAE  and 

VQ-VAE +HMA. The previous table shows that the VQ-VAE model presents the highest rFID score compared to 

other hierarchical approaches. Our approach in terms of rFiD outperforms the original VQ-VAE model by a reduction 

of 62.2 in the rFID score and a reduction of 22.2 compared to its extension by the hierarchical approach. This is 

explained by the fact that our approach judiciously combines the information from the lower layers with that from the 

higher layers while in this VQ-VAE + HMA approach, the output of a vector quantifier layer serves as input to the 

next layer without the combination of information. Our model provides an rFID score slightly lower than that of the 

HQA model despite less completeness for our model while the HQA approach based on an auto-regressive approach is 

relatively difficult to implement in IoT application situations. 

 

5. CONCLUSION  

  In this paper, we proposed a variable auto-encoder architecture adaptable to IoT networks. These types of networks 

use devices with low memory and calculation capacity and low input consumption and deport the majority of the 

processing to the edge of the network. These networks therefore have the constraints of a low throughput at the output 

of the input device, which requires highly compressing the data and a large capacity for reconstruction of the 

peripheral equipment. Our algorithm based on vector quantization proposes a quantification approach based on the 

calculation of cosine similarities between the vectors of the latent space coming from the encoder and the data 

representation dictionary. It also uses a hierarchical vector quantization approach in the decoder. This made it possible 

to obtain an encoder capable of strongly compressing the data and offered the decoder reconstruction capabilities 

which surpass the most efficient algorithms in the literature with less computational complexity.  

 

 Future research will aim to introduce a classifier at the decoder level so that it can combine in a single architecture 

visualization and reconstruction of data in addition to having the capacity of their labelling. 
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