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ABSTRACT  

Cyberbullying has emerged as a significant concern in contemporary times, particularly due to its severe 

consequences, especially for children. In this paper, we propose an innovative machine learning-based approach 

aimed at accurately detecting cyberbullying messages and mitigating their harmful effects. The primary objectives of 

our research were twofold: developing a model capable of precisely identifying cyberbullying messages while 

distinguishing them from regular messages. To achieve this, we utilized a dataset of social media messages, labeled as 

normal, offensive, or hate messages. We adapted this dataset for binary classification, differentiating between 

cyberbullying and non-bullying messages. Our approach involved two distinct methods: firstly, utilizing Term 

Frequency-Inverse Document Frequency (TF-IDF) for traditional machine learning algorithms, and secondly, 

embedding texts for deep learning algorithms. We employed a total of 15 classifiers and performes a comprehensive 

comparison. The most successful algorithms from the first method were combined into a voting classifier, which 

demonstrated the highest accuracy of 96.5% during testing. Additionally, we assessed the impact of Recursive Feature 

Elimination with Cross-Validation (RFECV) on the model's performance and compared it with our baseline approach. 

Although the results exhibited slight fluctuations, the voting classifier consistently outperformed others with 96.6% 

accuracy. Our findings underline the effectiveness of the voting classifier based on machine learning algorithms, 

which delivered the most promising results. This approach holds the potential to be implemented in social media 

platforms or chat applications, serving as a valuable tool in the ongoing efforts to combat cyberbullying. 

Key Words: Cyberbullying, Machine Learning, Natural Language Processing, Recursive Feature Elimination, Text 

Classification. 

_______________________________________________________________________________________ 

1. INTRODUCTION  

The advent of the internet and social networks has revolutionized the way people communicate, offering easy and 

anonymous means of interaction. However, this newfound freedom of expression has also given rise to a disturbing 

phenomenon known as cyberbullying, which we define as the malicious use of digital communication tools to harass, 

humiliate, or threaten individuals or groups [1]. Cyberbullying takes various forms, including the dissemination of 

pictures, videos, voice recordings, and text messages. While it was once considered a low-prevalence issue [2], the 

prevalence of cyberbullying has surged over the years, largely due to increased exposure on social media platforms 

[3]. Today, cyberbullying affects individuals of all age groups, either as victims or perpetrators. Unfortunately, social 

networks often fall short in providing adequate protection, resulting in severe consequences such as stress and 

enduring psychological effects like anxiety, depression, and tragically, even suicide [4]. Children are particularly 

vulnerable to these harmful effects [5 - 7] and the lack of effective prevention measures only exacerbates the problem 

[8 - 10]. These factors underscore the urgent need for tools capable of detecting and preventing cyberbullying. The 

vast volume of messages exchanged on social media has made cyberbullying harder to combat, as manual analysis 

becomes nearly impossible. Machine learning, with its ability to analyze massive amounts of data, offers a promising 

approach to addressing this problem. 
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The primary objective of this paper is to propose a machine learning-based approach for accurately identifying 

cyberbullying messages. Our approach relies on a dataset of social media messages, encompassing hate speech, 

offensive content, and normal messages, as provided by Davidson et al. [11] and annotated by CrowdFlower. To 

account for both offensive and hate messages as forms of cyberbullying, we merged them into a single class. 

Our approach comprises two key phases: the first involves traditional classification techniques, while the second 

employs Recursive Feature Elimination with Cross-Validation (RFECV). In both phases, we explore two methods: 

one based on TF-IDF (Term Frequency-Inverse Document Frequency) for traditional machine learning algorithms and 

another utilizing text embedding for deep learning. For the TF-IDF phase, we employ a range of classifiers, including 

Logistic Regression, Decision Tree, Extra Trees, Random Forest, Support Vector Machine, K-Nearest Neighbors, 

Naive Bayes, Ada Boost, Gradient Boosting, Cat Boost, Extreme Gradient Boosting, Light Gradient Boosting, and 

Soft Voting. In the second phase involving text embedding, we leverage Convolutional Neural Networks and 

Bidirectional Long Short-Term Memory networks (BiLSTM). To evaluate the performance of these models, we 

employ metrics such as Receiving Operator Characteristic (ROC) curves, accuracy, precision, recall, and the F1-score. 

The remainder of this paper is organized into several sections: Section 2 reviews related work in the field, Section 3 

describes our dataset and outlines our approach to tackling this problem, Section 4 presents our results and provides an 

in-depth analysis, and finally, in Section 5, we conclude our study and discuss potential avenues for future research. 

 

2. RELATED WORK 

Numerous studies have emerged in recent years, focusing on effectively detecting cyberbullying messages through 

various machine learning techniques. Different approaches have been explored, with a particular emphasis on 

employing machine learning algorithms for classification. Prior research has delved into traditional machine learning 

algorithms for cyberbullying detection. For instance, Islam et al. [12] demonstrated the superiority of TF-IDF over 

Bag-of-Words (BoW) in achieving better results. Among the algorithms compared, Support Vector Machine (SVM) 

outperformed others on two datasets of social network messages in detecting cyberbullying. Similarly, Muneer et al. 

[13] evaluated several classifiers using TF-IDF and Word2Vec, with the Logistic Regression classifier displaying the 

highest accuracy of 90.57%. 

Nandhini et al. [14] proposed a model based on Naive Bayes, achieving an accuracy of 91% on one of their datasets. 

Hani et al. [15] compared SVM and Neural Network (NN) classifiers on their dataset, utilizing different n-gram 

languages. The study revealed superior performance from the NN classifier with 92.8% accuracy compared to 90.3% 

for SVM. While these studies showed promise, the high dimensionality and sparsity of text data can impede the 

performance of traditional machine learning algorithms. 

More recent research has delved into the application of deep learning algorithms for cyberbullying detection. Iwendi et 

al. [16] compared several deep learning algorithms and found that Bidirectional Long Short-Term Memory (BILSTM) 

achieved the highest accuracy of 82.18%. Agrawal et al. [17] utilized BILSTM and Convolutional Neural Network 

(CNN) on various datasets of social network messages, demonstrating outstanding performance with accuracy 

reaching 98% on some datasets. Similarly, Banerjee et al. [18] achieved an accuracy of 93.97% on another social 

media dataset using CNN. 

In another study by Djuric et al. [19] a comparable methodology was employed. They made use of pre-trained word 

embeddings to represent online comments, enabling them to capture semantic relationships among words and enhance 

the identification of hate speech. For the classification task, they utilized supervised models such as SVMs and neural 

networks.  

Hosseinmardi et al. [20] stances of cyberbullying on Instagram. The study utilized attributes including keywords, n-

grams, emojis, hashtags, among others, to encode comments. Subsequently, supervised classification algorithms were 

employed to predict whether a given comment constituted cyberbullying or not.  

These studies highlight the potential of deep learning algorithms in surpassing traditional machine learning approaches 

for cyberbullying detection, although traditional methods can still yield robust results. Nevertheless, there remains 
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scope for further improvement in this domain, and the diversity of models utilized in these studies underscores the 

need for a comprehensive comparison of algorithms. In this paper, we undertake such a comparison to identify the 

best-performing algorithms, subsequently combining them in a soft voting classifier. Additionally, we explore the 

application of Recursive Feature Elimination with Cross-Validation (RFECV) to analyze its impact on our data, 

further comparing the previously used algorithms. This work serves as a foundational reference for future research, 

enabling the comparison of algorithm performances on similar tasks with significant implications for the advancement 

of cyberbullying detection. 

3. PROPOSED APPROACH 

For our research, we utilized a dataset originally curated by Davidson et al. [11], comprising English messages from 

Twitter classified into three categories: offensive, hate, and normal. The CrowdFlower platform provided the dataset's 

labeling. As depicted in Figure 1, the initial distribution of classes reveals an over-representation of the "offensive" 

class, with nearly four times more messages than the "normal" class. In contrast, the "hateful" class contains only 

around 1000 messages. To streamline our analysis and considering that both offensive and hateful messages can be 

considered forms of cyberbullying, we merged them into a single class labeled "cyberbullying." This transformation is 

depicted in Figure 2. However, this consolidation results in significant class imbalance, posing potential issues. 

Classifiers might predominantly classify messages into the dominant class, leading to a lack of accuracy in our model. 

To address this challenge stemming from the prevalence of cyberbullying messages, we opted to balance the classes 

by ensuring almost an equal number of data points in each class. This balancing operation mitigates problems 

associated with an imbalanced distribution. Figure 3 illustrates the class distribution after taking a 20% sample of the 

original "cyberbullying" class, resulting in a little over 4000 messages in each class. 

 

 

 

 

 

 

 

 

 

 

3.1.  Natural Language Processing (NLP) 

To enhance the effectiveness of our classification, data preprocessing is essential. The initial step involves addressing 

contractions, such as converting "isn't" to "is not." Subsequently, we cleanse the messages by eliminating elements 

that contribute little to the overall meaning while maintaining message comprehensibility. This process also helps in 

reducing the vocabulary size of the entire dataset, leading to more accurate classification results. Specific elements 

removed include tags (e.g., "@" and "RT" for Twitter), http(s) and bitly links, special characters, HTML characters, 

and double spaces. Additionally, all characters are converted to lowercase for uniformity. However, we retain 

keywords located after "#" since they can carry significant meaning. 

Following this step, we tokenize each word using the TweetTokenizer from the Natural Language Toolkit (NLTK) 

package, ensuring separate handling of each word. Next, we apply lemmatization to each word using the WordNet 

Lemmatizer. Lemmatization reduces each inflected word to its base form, for instance, verbs are transformed into their 

infinitive form, and words like "better" become "good." Concurrently, we remove stop words (e.g., "I," "you," "what," 

etc.) as they are exceedingly common words that add minimal semantic value to the text. This further streamlines the 

 

Figure 1. Initial distribution Figure 2. Distribution after  

the combination 

Figure 3. Distribution after 

resampling 
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diversity of terms used in the dataset. Figure 4 illustrates an example of our preprocessing approach, demonstrating 

that the primary meaning of the message remains preserved. 

Through these preprocessing steps, we ensure that the text data is appropriately cleaned and standardized, setting the 

foundation for more accurate and efficient cyberbullying message classification 

Figure 4. An Example of Message Preprocessing 

3.2. Term Frequency-Inverse Document Frequency (TF-IDF)  

TF-IDF is a fundamental technique widely employed for feature extraction in natural language processing. It involves 

computing a weight for each word present in a document, which reflects its relevance concerning the other documents 

in the entire dataset, serving as the corpus. In our specific case, the messages themselves act as individual documents, 

and the entire dataset forms the corpus. The weight assigned to a particular word within a document is determined by 

considering two crucial factors: 

1. Term Frequency (TF): This factor assesses the frequency and importance of the term's usage within the 

document. The formula for calculating TF, as provided in Equation (2), involves counting the 

occurrences of the word (Freq (i, j)) in the document and dividing it by the total number of words (L) in 

that document. 

2. Inverse Document Frequency (IDF): The IDF factor is essential to address the significance of words 

that are common across multiple documents in the corpus. It reduces the weight of words that 

frequently appear across documents, thus giving more importance to words that appear rarely within the 

corpus. The IDF formula, specified in Equation (3), incorporates the total number of documents in the 

corpus (n) and the document frequency (dfi) of the term i, representing the count of documents in the 

corpus containing the term i. 

By performing the multiplication of TF and IDF, as illustrated in Equation (1), we obtain the TF-IDF value, 

which effectively indicates the importance of a word within a specific document. This weight is then utilized as a 

feature representation for each message. In this representation, each term corresponds to a unique feature dimension, 

and its corresponding TF-IDF weight reflects the value of that feature. 
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3.3. Deep Learning with Text Embedding 

TF-IDF is a powerful technique widely used with traditional machine learning algorithms. However, when dealing 

with deep learning models, TF-IDF may not yield optimal performance. Deep learning models require a substantial 

amount of data to learn intricate patterns and relationships within the data. Using TF-IDF can result in high-

dimensional and sparse feature vectors, which can negatively impact performance. To overcome this challenge, the 

field of Natural Language Processing (NLP) has embraced a popular technique called "deep learning with text 

embedding." Text embedding is a method of transforming words (represented as "w") into digital vectors "v" of a 

predetermined dimension. These digital vectors serve as inputs for deep learning models, particularly for tasks like 

text classification. 

              ⃗                     

One key advantage of deep learning with embedding is its ability to capture essential semantic information present in 

text data. This includes capturing relationships between words and their contextual usage. The cosine similarity 

between two embeddings "v1" and "v2" (obtained using Equation (5)) is frequently used to measure semantic 

similarity between words or phrases represented as embeddings. This enables deep learning models to better 

understand the underlying meaning and context of the text, leading to improved performance in various NLP tasks. 

             ⃗⃗⃗⃗⃗   ⃗⃗⃗⃗⃗  
  ⃗⃗⃗⃗⃗   ⃗⃗⃗⃗⃗

‖  ⃗⃗⃗⃗⃗‖‖  ⃗⃗⃗⃗⃗‖
                    

3.4. Classification Methods 

Initially, we conducted a basic classification using all the features extracted from either TF-IDF or text embedding. 

However, it's common for datasets to contain irrelevant or less informative features, especially in text classification 

tasks. Not every word contributes significantly to predicting the output variable, making feature selection a crucial 

step in building effective models. 

In the second phase, we improved the classification process by employing the Recursive Feature Elimination with 

Cross-Validation (RFECV) technique. RFECV is a feature selection algorithm that assesses feature importance and 

eliminates less relevant features using cross-validation. The process begins by training a model with all the features 

and then iteratively discarding the least important ones until reaching the optimal number of features. Cross-validation 

is applied at each stage to estimate model performance and prevent overfitting, which can occur when using an 

excessive number of features. The ultimate aim is to create more efficient and interpretable models by retaining only 

the most meaningful features. 

To carry out the feature selection in our study, we utilized two distinct algorithms. For the TF-IDF data, we employed 

a Logistic Regression model to identify and remove the less important features. On the other hand, for the text 

embedding data, we applied RFECV again, but this time using a Cat Boost model for feature selection. 

3.5. Models and Metrics Used 

In this research, we compared several classifiers: 

 For the TF-IDF method: Logistic Regression (LR), Decision Tree (DT), Extra Trees (ET), Random 

Forest (RF), Support Vector Machine (SVM), K-Nearest Neighbors (KNN), Naive Bayes (NB), Ada 

Boost (AB), Gradient Boosting (GB), Cat Boost (CB), Extreme Gradient Boosting (XGB), Light 

Gradient Boosting (LGB), and Soft Voting (SV). These classifiers were assessed for their performance 

on the task at hand to determine which model offers the best predictive capabilities based on the TF-

IDF features. 

 For the text embedding method, we used Convolutional Neural Network (CNN) and Bidirectional 

Long-Short Term Memory (BiLSTM).  
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To assess the performance of these models, we used a comprehensive set of evaluation metrics, which 

included: 

 Accuracy: Measures the overall correctness of the model's predictions. [21]  

         
     

           
                       

 Precision: Evaluates the proportion of true positive predictions among all positive predictions, 

indicating the model's ability to avoid false positives. [21] 

          
  

     
                             

 Recall: Also known as sensitivity, measures the proportion of true positive predictions among all actual 

positive instances, indicating the model's ability to capture positive cases. [21] 

 

       
  

     
                               

 F1-score: Represents the harmonic mean of precision and recall, providing a balanced measure of the 

model's performance. [21] 

        
                 

                 
                  

 Receiver Operating Characteristic (ROC) Curve: Illustrates the model's performance across various 

classification thresholds, plotting the true positive rate against the false positive rate. [21] 

    
  

 
 

  

        
                     

    
  

 
 

  

       
                      

By utilizing these diverse evaluation metrics, we aimed to comprehensively assess and compare the performances of 

the CNN and BiLSTM models in handling text embedding data. 

4. EXPERIMENTAL RESULTS 

We conducted our experimentation on a resampled dataset, with 20% of the data used for validation and 80% for 

training. 

4.1. Regular Classification 

In this phase of the study, we conducted experiments on a resampled dataset, allocating 20% of the data for validation 

and 80% for training purposes. For the TF-IDF approach, we began by tuning the hyper parameters of K-Nearest 

Neighbors (KNN) and Support Vector Machine (SVM) using a grid search to identify the best settings. Afterward, we 

compared all the models previously mentioned. 

From Figures 5a, 5b, and 5c, it is evident that several algorithms achieved high accuracy scores, around 95%. Only 

KNN and Naive Bayes (NB) demonstrated relatively poor performance, with accuracy scores of 84.3% and 63%, 

respectively. To combine the top-performing models, we utilized a soft voting classifier with the three best algorithms, 

namely SVM, Extreme Gradient Boosting (XGB), and Light Gradient Boosting (LGB), all having an accuracy of at 

least 96.2%. The soft voting technique combines the predictions from multiple models and assigns weights to each 

model. 
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In this study, we set the weights equally for all models. The class with the highest sum of weighted probabilities is 

selected as the final prediction. Our implementation of this method achieved an outstanding accuracy of 96.5%, 

surpassing the individual performance of all other models. Moreover, the precision, recall, and F1-score at 96.5% were 

superior to those of the other models. 

For text embedding, we utilized Convolutional Neural Network (CNN) and Bidirectional Long-Short Term Memory 

(BiLSTM) models. As shown in Figure 5d, both models performed well, with BiLSTM slightly outperforming CNN, 

achieving scores of around 96% for all evaluation metrics, while CNN had scores around 94.4%. 

In Figure 5e, a general comparison of the models revealed that most of them had similar ROC curves, with an Area 

Under the Curve (AUC) greater than 0.98. However, as previously mentioned, NB and KNN showed inferior 

performance compared to other models. The soft voting classifier achieved the highest AUC value of 0.988. 

 

 

 

 

 

 

 

 

 

Figure 5. Models Performances without RFECV 

4.2. Classification with RFECV 

In this part of the study, we incorporated Recursive Feature Elimination with Cross-Validation (RFECV) to select an 

optimal subset of features, iteratively removing less important ones until obtaining the best possible feature set. For 

TF-IDF data, we employed a Logistic Regression (LR) model to eliminate features, reducing the vocabulary from over 

9000 words to only 253. As for text embedding data, the RFECV process reduced the digital vectors from 50 to 10 

features. After RFECV, we continued with the same methods used in the previous experiment. 

Notably, KNN and NB demonstrated a significant increase in their metrics after RFECV, as shown in Figure 6b. NB 

improved by around 25% for all metrics, while KNN saw an improvement of around 6%. Despite the enhancements, 

their ROC curves in Figure 6e suggested that they were still trailing behind other models. 
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For the other models, we observed minor fluctuations in their scores, as shown in Figures 6a, 6b, 6c, and 6d. Similar 

to the previous experiment, most ROC curves in Figure 6e had an AUC of around 0.98. We selected five models for 

the soft voting classifier, as their scores were now quite close to each other. The chosen models were SVM, Ada Boost 

(AB), Extra Trees (ET), XGB, and LGB. The soft voting classifier achieved the best overall results, with an accuracy, 

precision, recall, and F1-score of 96.6%, surpassing its performance without RFECV by 0.1%. 

Regarding deep learning, both CNN and BiLSTM experienced a decrease in their scores. We obtained an accuracy of 

95.4% for CNN and 94.5% for BiLSTM. This suggests that RFECV might not be as beneficial for deep learning 

models, and more data might be needed to achieve better results. 

 

 

 

 

 

 

 

 

 

Figure 6. Models Performances with RFECV 

Overall, the results were quite similar to the previous experiment, with slightly improved results for the TF-IDF 

method with RFECV. The soft voting classifier (SV) achieved the best performance with an accuracy of 96.6%. 

Detailed results can be found in Table 1, where light-gray cells represent models chosen for the SV classifier. 

 

Table 1 Detailed Results (%) without and with RFECV 

 
No RFECV With RFECV 

Acc Pre Rec F1 Acc Pre Rec F1 

LR 95.5 95.7 95.5 95.5 95.7 95.8 95.7 95.7 

SVM 96.2 96.2 96.2 96.2 96.3 96.4 96.3 96.3 

DT 95.8 95.8 95.8 95.8 96.1 96.1 96.1 96.1 

NB 63 77.4 63 58 88.1 89.4 88.1 88 

KNN 84.3 85.2 84.3 84.2 90.3 90.4 90.3 90.3 

AB 96.1 96.1 96.1 96.1 96.2 96.2 96.2 96.2 
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RF 95.6 95.6 95.6 95.6 96.4 96.5 96.4 96.4 

ET 95.4 95.4 95.4 95.4 95.8 95.9 95.8 95.8 

GB 95.1 95.3 95.1 95.1 95.6 95.7 95.6 95.6 

CB 96 96.1 96 96 96 96.1 96 96 

XGB 96.2 96.3 96.2 96.2 96.1 96.2 96.1 96.1 

LGB 96.3 96.3 96.3 96.3 96.3 96.3 96.3 96.3 

SV 96.5 96.5 96.5 96.5 96.6 96.6 96.6 96.6 

CNN 94.3 94.6 94.3 94.3 95.4 95.5 95.4 95.4 

BiLSTM 96 96.1 96 96 94.5 94.6 94.5 94.5 

 

5. CONCLUSION 

In this research paper, we proposed a machine learning-based approach to detect cyberbullying-related messages in 

our dataset, utilizing advanced Natural Language Processing (NLP) techniques and experimenting with two feature 

extraction methods: TF-IDF and text embedding. To tackle class imbalance, we employed resampling techniques. Our 

findings revealed that the soft voting classifier, combining SVM, XGB, and LGB, achieved the best performance with 

an impressive accuracy of 96.5%. Additionally, the BiLSTM and CNN models using text embedding also produced 

high scores. 

To further enhance model performance, we employed Recursive Feature Elimination with Cross-Validation (RFECV) 

to select the most relevant features. This led to a significant reduction in the TF-IDF vocabulary to 253 words and 

notably improved the performance of KNN and NB. However, we observed that deep learning models such as 

BiLSTM and CNN did not benefit significantly from feature reduction, as they inherently learn crucial features from 

the input data. Nevertheless, the soft voting classifier, when used with SVM, AB, ET, XGB, and LGB, experienced a 

slight improvement, achieving an accuracy of 96.6%. 

Our study serves as a valuable starting point for future research in this domain, as we extensively compared various 

models and showcased the effectiveness of machine learning techniques in identifying cyberbullying messages within 

the given dataset. RFECV demonstrated its potential when utilized with traditional machine learning models. Future 

investigations could apply our approach to different datasets for classification tasks, and gathering additional data 

could further enhance the performance of deep learning models. Moreover, exploring other advanced models like 

BERT (Bidirectional Encoder Representations from Transformers) could be an interesting avenue to explore. 

Overall, our findings contribute to the development of more robust models for similar tasks, leading to improved 

predictions and more informed decision-making processes. 
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