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ABSTRACT 

Data mining (DM) can be viewed as a result of the  natural evolution of information technology. The role of data 

mining approach is very important in computer science and knowledge engineering. A number of data mining 

approaches are used for classification. Classification is the process of finding a model that describes and 

distinguishes data classes or concepts. The decision tree (DT) approach is most useful in the classification problem. 

The research work analyses the efficiency of the Principal Component Analysis (PCA) based decision tree algorithms, 

namely J48, Classification and Regression Tree (CART) and Random Forest.  
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_______________________________________________________________________________________________ 

1. INTRODUCTION 

Data mining is a process to discover interesting knowledge, such as associations, patterns, anomalies, changes and significant 

structures from large amounts of data stored in databases or other information repositories. In the procedure of data mining the 

former data is explained and future rules are calculated by data analysis. Data mining is a major advancement in the type of 

analytical tools. Data mining is a multi-disciplinary field which is a combination of machine learning, statistics, database 

technology and artificial intelligence.  

In data mining, a decision tree (it may be also called Classification Tree) is a predictive model that can be used to represent the 

classification model. Classification trees are useful as an exploratory technique and are commonly used in many fields such as 

finance, marketing, medicine and engineering [7-10]. The use of decision trees is very popular in data mining due to its simplicity 

and transparency.  

Feature selection is one of the key topics in data mining; it improves classification performance by searching for the subset of 

features. In problem of high dimensional feature space, some of the features may be redundant or irrelevant. Removing these 

redundant or irrelevant features is very important; hence they may deteriorate the performance of classifiers. Feature selection 

involves finding a subset of features to improve prediction accuracy or decrease the size of the structure without significantly 

decreasing prediction accuracy of the classifier built using only the selected features [11]. 

In this paper, we evaluate the ionosphere dataset and compare different decision tree algorithms, where PCA is applied for feature 

selection. The rest of this paper is organized as follows. We outline overview of decision tree algorithms in section 2 and PCA in 

Section 3. The experimental results and conclusions are presented in Section 4 and 5 respectively. 
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2 DECISION TREES (DT) 

A decision tree is a flow chart like tree structure. The internal node denotes a test on an attribute, each branch represents an 

outcome of the test, and leaf nodes represent classes or class distribution. A decision tree consists of nodes. Each node represents 

some information. Decision tree learning is started from the root node and discrete values are produced at each node by testing the 

values of attribute [1]. These discrete values acts as target function. Then by using target function, value of attribute for next node 

is evaluated. This process is repeated for each new node. The learned tree is represented by if then rules. Decision tree algorithms 

can be applied on large amounts of data and valuable predictions can be produced.  

 

2.1 J48 Algorithm 

J48 is an extension of ID3 algorithm. The additional features of J48 are accounting for missing values, decision trees pruning, 

continuous attribute value ranges, derivation of rules, etc. J48 decision tree can handle specific characteristics, lost or missing 

attribute values of the data and differing attribute costs. Here precision can be increased by pruning [2]. The steps of the algorithm 

are as follows: 

Step 1:  The leaf is labeled with the same class if the instances belong to the same class.  

Step 2:  For every attribute, the potential information will be calculated and the gain in information will be taken from the test on 

the attribute.  

Step 3:  Finally the best attribute will be selected based on the current selection parameter. 

 

2.2 Classification and Regression Tree (CART) Algorithm 

The CART (Classification and regression trees) was jointly developed by Leo Breiman, Jerome Friedman, Richard Olsen and 

Charles Stone in 1984. It builds both classification and regression trees. The classification tree construction by CART is based on 

the binary splitting of the attributes. The algorithm will consider the set of samples-question about the data features will lead to the 

data minimization and continues till some stop criteria is reached [3]. It is also based on Hunt’s model of decision tree 

construction, and can be implemented serially. It uses the gini index splitting measure in selecting the splitting attribute. Pruning is 

done in CART by using a portion of the training data set. The CART uses both numeric and categorical attributes for building the 

decision tree, and has in-built features that deal with missing attributes. The steps of the algorithm are as follows: 

Step1: The first is how the splitting attribute is selected.  

Step2:  The second is deciding upon what stopping rules need to be in place.  

Step3: The last is how nodes are assigned to classes. 

 

2.3 Random Forest Algorithm 

The first algorithm for random decision forests was created by Tin Kam Ho[4] using the random subspace method. A random 

forest algorithm is a supervised classification algorithm. As the name suggests, this algorithm creates the forest with a number of 

trees. In general, the more trees in the forest the more robust the forest looks like. In the same way in the random forest classifier, 

the higher the number of trees in the forest gives higher accuracy results. The steps of the algorithm are as follows: 

Step1: The first is the creation of random forest. 

Step2: The second is the prediction with a trained random forest classifier. 
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3. PRINCIPAL COMPONENT ANALYSIS (PCA) 

Principal component analysis (PCA) is an essential technique in data compression and feature extraction [12]. It is well known 

that PCA has been widely used in data compression and feature selection. Feature selection refers to a process whereby a data 

space is transformed into a feature space, which has a reduced dimension. Overview of PCA is briefly described as follows.  

Assume that {xt} where t =1, 2..., N are stochastic n dimensional input data records with mean (μ). It is defined by the following 

Equation: 

μ =
 

 
∑   

 
         (1) 

The covariance matrix of xt is defined by 

C =
 

 
∑    

 
                  (2) 

PCA solves the following eigenvalue problem of covariance matrix C: 

Cvi = λivi       (3) 

where λi (i =1 ,2,...,n) are the eigenvalues and vi(i = 1,2,...,n) are the corresponding eigenvectors. To represent data records with 

low dimensional vectors, we only need to compute the m eigenvectors (called principal directions) corresponding to those m 

largest eigenvalues (m<n). It is well known that the variance of the projections of the input data onto the principal direction is 

greater than that of any other directions. 

Let 

φ =[ v1,v2,.....,vm], Λ= diag[λ1,λ2,.....,λm]   (4) 

Then 

CΦ = ΦΛ      (5) 

The parameter v denotes to the approximation precision of the m largest eigenvectors so that the following relation holds.  

∑    
   

∑    
   

              (6) 

Based on (5) and (6) the number of eigenvectors can be selected and given a precision parameter v, the low dimensional feature 

vector of a new input data x is determined by 

xf =Φ 
T
x        (7) 

 

4. EXPERIMENTAL RESULTS 

The experimental results of classifiers are discussed in this section. The main aim of this research is to analyze PCA based 

decision tree classification algorithms. The ionosphere dataset from UCI is used for comparative analysis. The data set contains 

351 instances and 35 attributes. The WEKA application is used for the evaluation. For each classifier 2/3 of the dataset is used for 

training and 1/3 of datasets is used for. A comparative study of classification accuracy in J48, CART and Random Forest 

algorithm is carried out in this work. The following formula is used to calculate the proportion of the predicted positive cases, 

Precision P using TP = True Positive Rate and FP = False Positive Rate as,  

Precision P = 
  

     
     (8) 

It has been defined that Recall or Sensitivity or True Positive Rate (TPR) means the proportion of positive cases that were 

correctly identified. It will be computed as  

Recall = 
  

     
      (9) 

Where FN =False Negative Rate 

Accuracy = 
     

           
     (10) 

The above formula will calculate the accuracy, which is the proportion of the total number of predictions that were correct. The 

following tables compare the accuracy of three different classifiers for without PCA. 
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Table 1. Accuracy of algorithms without using PCA 

J48 CART Random Forest 

84.8739 % 84.0336 % 91.5966 % 

 

Table 2. Results of J48 without using PCA 

Class  TP Rate    FP Rate    Precision    Recall 

Bad 0.774     0.091     0.872       0.774 

Good 0.909     0.226     0.833       0.909 

 

Table 3. Results of CART without using PCA 

Class  TP Rate    FP Rate    Precision    Recall 

Bad 0.792     0.121     0.840       0.792 

Good 0.879     0.208     0.841       0.879 

 

Table 4. Results of Random Forest without using PCA 

Class  TP Rate    FP Rate    Precision    Recall 

Bad 0.868     0.045     0.939       0.868 

Good 0.955     0.132     0.900       0.955 

 

The experimental results of PCA based decision tree classifiers are shown in the following tables. 

Table 5. Accuracy of algorithms using PCA 

PCA-J48 PCA-CART PCA-Random Forest 

88.2353 % 89.0756 % 94.1176 % 

 

Table 6. Results of J48 using PCA 

Class  TP Rate    FP Rate    Precision    Recall 

Bad 0.849     0.091     0.882       0.849 

Good 0.909     0.151     0.882       0.909 

 

Table 7. Results of CART using PCA 

Class  TP Rate    FP Rate    Precision    Recall 

Bad 0.849     0.076     0.900       0.849 

Good 0.924     0.151     0.884       0.924 

 

Table 8. Results of Random Forest using PCA 

Class  TP Rate    FP Rate    Precision    Recall 

Bad 0.925     0.045     0.942       0.925 

Good 0.955     0.075     0.940       0.955 
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The following figure visualizes the accuracy results of different classifiers. 

 

Figure 1. Accuracy results of different classifiers. 

5. CONCLUSION 

The paper presented comparative results of J48, CART and Random Forest decision tree classifier with PCA. This analysis 

provides as a better understanding of these algorithms. The experimental results shows that the highest accuracy 94.1176 % is 

found in PCA-Random Forest classifier and the results of every PCA based algorithms is higher than other normal decision tree 

algorithms for choosing data set. We can apply them on different types of data sets and can attain a best result by knowing that 

which algorithm will give the best result on a given type of data set. 
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