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ABSTRACT 

Data mining is a powerful tool suitable for uncovering new trends in healthcare organization. Data mining plays a major role in 

predicting and diagnosing various ailments in various health care sectors. It uses a variety of techniques to find hidden patterns 

and these patterns can be used by physicians in evaluating the effectiveness of medical treatments.The current study explores the 

utility of various Data Mining techniques such as ANN, Decision Tree, K-NN, SVM, Bayesian Methods in healthcare domain and 

also highlights various applications in healthcare. The main focus of this study will be to carry out the survey of existing data 

mining techniques used in healthcare sectors. 
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1. INTRODUCTION 

Data mining is a powerful tool suitable for fetching previously unknown patterns and useful information from voluminous 

dataset relating to human ailments or diseases. Now a day’s Information technologies are being increasingly implemented in 

healthcare organizations in order to respond to the needs of doctors in their daily decision making activities.  There are 

various data mining techniques found in the medical related areas such as Medical device industry, Pharmaceutical Industry 

and Hospital Management. To find the useful and hidden knowledge from the database is the purpose behind the data mining 

applications. Data mining techniques applied in healthcare industry play a major role in prediction and diagnosis of the 

diseases. Data mining is a fast growing technology, is being generally used  in biomedical sciences and research. Modern 

medicine generates vast information stored in the medical database. For example, medical data may contain ECG, MRI, blood 

pressure, blood sugar, cholesterol levels, etc., and also physician's analysis. Extracting useful knowledge and providing 

scientific decision-making for the treatment, diagnosis and prediction of disease from the database increasingly becomes 

necessary and are better positioned to meet their long-term needs [1] [2].Han et al. defined the data mining as the process of 

discover interesting knowledge from large complex data stored either in data warehouses, databases or other information 

repositories [3]. Witten et al. defined data mining as the process of extracting implicit, previously unknown and potentially 

useful information from data [4].  Hand et al. defined data mining as the analysis of observational data set to find unsuspected 

relationships and to summarize the data in novel ways that are both understandable and useful to the data owner [5]. 

Healthcare industry today generates large complex data about patients, hospitals resources, disease diagnosis and prediction, 

electronic patient records, medical devices etc. This large complex data is a key resource to be processed and analyzed for 

knowledge extraction that enables support for decision making and cost-savings. Data mining brings a set of tools and 

techniques that can be applied to the processed data to discover unknown patterns that provide healthcare professionals an 

additional source of knowledge for making decisions .As with the use of data mining tools the huge complex or voluminous 

healthcare data are being collected and made available for a variety of areas, such as doctors who use patterns by measuring 

clinical indicators, quality indicators, customer satisfaction and economic indicators, performance of physicians from multiple 
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perspectives to optimize use of resources, cost efficiency and decision making based on evidence, identifying high-risk 

patients and intervene proactively, optimize healthcare, etc [6]. 

 The below sections of this paper are planned as follows. Section-2 provides techniques of data mining used in healthcare 

sector.Section-3 reviews literature pertaining to data mining and applications of data mining techniques in healthcare. Section-

4 shows various applications of data mining used in healthcare sector. Section-5 presents the conclusion of the paper. And in 

final section-6 references are mentioned. 

 

2. TECHNIQUES OF DATA MINING USED IN HEALTH CARE SECTOR 

 

Classification is one of the most commonly used methods of Data Mining in Healthcare organization/sectors. Different data 

mining classification techniques have been used to help healthcare professionals for prediction, diagnosis, detection of various 

diseases such as thyroid, heart, diabetes, cancer diseases etc and also in Treatment effectiveness, Management of healthcare, 

Detection of fraud and abuse, Customer relationship management etc. The most common classification data mining techniques 

used in healthcare are: neural network, decision tree, nearest neighbor algorithms, support vector machine, Bayesian Methods. 

2.1 Artificial neural networks 

Neural networks (NN) are those systems modeled based on the human brain working. In Neural networks, basic elements are 

neurons or nodes. These neurons are interconnected and within the network they worked together in parallel in order to produce 

the output functions. Neural network is the most widely used classification algorithm in various biomedicine and healthcare fields 

[7] [8] [9]. For example, NN has been widely used as the algorithm supporting the diagnosis of diseases including cancers [10] 

[11] [12] [13] [14]and predict outcomes [15] [16] [17]. 

 

Figure1. NEURAL NETWORK DIAGRAM 
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2.2 Decision tree 

 

Decision Tree is usually used by various researchers in healthcare field. Decision tree is among the classification technique that 

solves large complex problems by providing rules in an understandable form [18]. It is a knowledge representation structure 

consisting of nodes and branches organized in a tree shaped such that, every internal non-leaf node is labeled with values of the 

attributes and the branches coming out from an internal node are labeled with values of the attributes in that node. Every node is 
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labeled with a class (a value of the goal attribute). Tree based models which include classification and regression trees, are the 

common implementation of induction modeling [19]. Decision tree models are best suited for data mining as they are easy to 

interpret, inexpensive to construct, easy to integrate with database system and they have comparable or better accuracy in many 

applications. By Using Decision Tree, decision makers can choose best traversal and alternative from root to leaf indicates unique 

class separation based on maximum information gain [20].  

 

                                                           Figure 2.DECISION TREE DIAGRAM 
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2.3 K-Nearest Neighbor (K-NN)  

 

K-Nearest Neighbor (K-NN) is widely used data mining technique in healthcare domain and have a simplest classifier known as 

K-NN classifier that discovers the unknown data point using the previously known data points (nearest neighbor) and classified 

data points according to the voting system [21]. The objects are classified by the majority votes of its neighbors. Sometimes it is 

also called Memory-based classification because at run time training data must always be stored in memory. Euclidean distance is 

calculated when the differences between the attributes are taken in case of continuous attributes. But it has a drawback, when large 

values bear down the smaller ones. Continuous attributes must be normalized in order to take over this major problem so that they 

have same influence on the distance measure between distances [22].  

 

2.4 Support Vector Machine (SVM) Vapnik et al. [23] [24]was the first one who gave the notion of SVM. Among all the 

available algorithms it provides very accurate results. It is gaining popularity because it can be easily extended to problems related 

to multiclass though it was mainly developed for problems related to binary classification [25]. In order to be useful for various 

effective and efficient tasks it is capable of creating single as well as multiple hyper planes in high dimensional space. The main 

aim of creating hyper plane by SVM in order to separate the data points. There are two ways of implementing SVM. The first 

technique employs mathematical programming and second technique involves kernel functions. With the help of training datasets 

non linear functions can be easily mapped to high dimensional space. Such situation can only be possible when we use kernel 

functions. Gaussian, polynomial, sigmoid etc. are some examples of kernel functions. For the classification of data points hyper 

plane is used. The primary task of hyper plane is to maximize the separation between data points. Support vectors are used in order 

to construct the hyper plane. 

2.5 Bayesian Method  

For probabilistic learning method Bayesian classification is used. With the help of classification algorithm we can easily obtained 

it [26]. Bayes theorem of statistics plays huge role in it, but in medical domain, attributes such as patient symptoms and their 

health conditions are correlated with each other but Naive Bayes Classifier assumes that all attributes are independent with each 

other. This is the key drawback with Naive Bayes Classifier. If attributes are independent with each other then Naïve Bayesian 

classifier has shown high accuracy. In healthcare field they play very important roles. Hence, researchers across the world used 
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them there are main two advantages of BBN. First One is it helps to makes computation process very easy. Second one is that for 

huge datasets it has better speed and accuracy. Bayesian Belief Network is widely used by many researchers in healthcare domain. 

Liu et al. develop a decision support system using BBN for analyzing risks that are associated with health [27]. Curiac et al., used 

BBN in making significant decision regarding patient health suffering from psychiatric disease to analyze the psychiatric patient 

data and performed experiment on real data obtain from Lugoj Municipal Hospital [28].The structural model is represented as a 

directed graph where the nodes represent attributes and arcs represent attribute dependency. A Representation of a Bayesian 

Classifier Structure [29]. 

 

 

 

 

 

 

 

 

3. LITERATURE REVIEW  

 

Breast cancer is one of the deadly and dangerous diseases in women. Potter et al., had performed experiment on the breast cancer 

data set simulated in WEKA tool and then analyzed the performance of different classifier using 10-fold cross validation method 

[30].  

Huang et al., constructed a hybrid SVM-based model in diagnosis of breast cancer, because in Taiwan women especially young 

women suffered from breast cancer. In this research several types of DNA viruses are studied. These DNA viruses are EBV 

(Epstein-Barr virus), CMV (cytomegalovirus), HSV-1 (herpes simplex virus type-1), HPV (human papilloma virus), and HHV-8 

(human hepesvirus-8). On the basis of experimental results, either {HSV-1,HHV-8} or {HSV-1, HHV-8,CMV}can achieved the 

identical high accuracy. The main aim of the study was to obtain the bioinformatics about the breast cancer and DNA viruses. 

Apart from SVM-based model, also a diagnosis model called LDA (Linear discriminate analysis) was constructed in this research. 

After comparing the accuracies of both SVM and LDA, the SVM outperformed over LDA [31]. 

Chang et al., used an integrated decision tree model for characterize the skin diseases in adults and children. The main focus of 

this research was to analyze the results of five experiments on the six main skin diseases. The main aim of this research was to 

construct the best predictive model in dermatology by combining decision tree and neural network classification methods. On the 

basis of experimental result, it has been found that neural network has achieved 92.62% accuracy in prediction of skin diseases 

[32]. 

Das et al., proposed a intelligent medical decision support system based on SAS software for the diagnosis of heart diseases. In 

order to construct the proposed system, neural networks method was mainly used. In this research, the data was taken from 

Cleveland heart disease database. On the basis of experiments, it has been found that neural networks have achieved 89.01% 

accuracy [33].  

Gunasundari et al., used ANN to identify lung diseases. This research work examine the chest Computed Tomography (CT) and 

extract significant lung tissue feature to reduce the data size from the Chest CT and then extracted textual attributes were given to 

neural network as input to identify the various lung diseases [34].  

Soni et al., proposed the associative classification approach for better analyzing the healthcare data. The proposed approach was 

the combined approach that integrated the association rules as well as classification rules. This integrated approach was useful for 

discovering rules in the database and then using these rules to construct an efficient classifier. In this research, experiments on the 

data of heart patients were performed in order to find out that accuracy of associative classifiers was better than accuracy of 

traditional classifiers. Apart from this, the research also generated the rules using weighted associative classifier [35].  

C 

A A A A
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K. Srinivas et al., discusses mainly examine the potential use of data mining classification techniques such as Rule Based, Naïve 

Bayes, Decision tree and Artificial Neural Network to the voluminous healthcare data. Using sex, age, blood sugar and blood 

pressure medical profiles it can predict the possibility of patients getting a heart disease [36]. 

Bakar et al., proposed predictive models by using multiple rule based classifiers for the better early detection of dengue disease. In 

this research, the multiple rule based classifiers which were used in the proposed models were decision tree, rough set classifier, 

naïve bayes, and associative classifier. In order to predict the early detection of dengue disease the several classifiers were 

investigated in this research. The classifiers were investigated individually as well as combinatory in order to study their 

performance. On the basis of experimental results, it has been found that the accuracy of multiple classifiers showed better was 

better accuracy than single classifier [37].  

Jena et al., used K-NN and Linear Discriminate Analysis (LDA) for classification of chronic disease in order to generate early 

warning system. This research work used K-NN to analyze the relationship between cardiovascular disease and hypertension and 

the risk factors of various chronic diseases in order to construct an early warning system to reduce the complication occurrence of 

these diseases [38]. 

Arvind Sharma et al. discussed Data mining can have important benefits to the blood bank sector. J48 algorithm have been 

implemented in WEKA tool to perform this research work. Classification rules performed well in the classification of blood 

donors and achieved accuracy rate  89.9% [39]. 

Shweta Kharya discussed various data mining approaches that have been utilized for breast cancer diagnosis and prognosis. 

Decision tree is found the best predictor with 93.62% Accuracy on benchmark dataset as well as on SEER data set [40]. 

Abdi et al., constructed a PSO based SVM model for discovering erythemato-squamous diseases which consists two stages. In the 

first stage optimal feature were extracted using association rule and in second phase the PSO was used to discovered best kernel 

parameters for SVM in order to improve the accuracy of classifier model [41].  

Zuoa et al., introduced an adaptive Fuzzy K-NN approach for detection of Parkinson disease [42].  

 Rusdah et al., reviewed the various data mining methods for tuberculosis diagnosis. In this work, it has been found that the 

support vector machines (SVM) outperformed over other methods for diagnosis of tuberculosis [43].  

 

Peng Z et al., This study aimed to identify biomarkers for estimating the overall and survival of prostate cancer (PCA) patients at 

the time of their diagnosis. In the research, a total of 641 ESC gene predictors (ESCGPs) were identified by using microarray data 

sets. For estimating the survival a k-nearest neighbor (K-NN) algorithm was used to estimate the overall survival [44]. 

 

4. Applications of data mining in healthcare sector 

 

Following are the several applications of Data Mining in healthcare sector. HianChyeKoh and Gerald Tan mainly discusses data 

mining and its applications with major areas like Treatment effectiveness, Management of healthcare, Detection of fraud and 

abuse, Customer relationship management [45].  

a) Effectiveness of Treatment: 

By Using Data Mining, physicians and patients can easily compare causes, symptoms, and courses of treatments. They can 

examine the effectiveness of available treatments and find out which technique is better and effective [46]. 

Some diagnostic and laboratory procedures are invasive, painful and costly to patients. An example of this is conducting a biopsy 

in women to detect cervical cancer. Thangavel et al. used K-means clustering algorithm to analyze cervical cancer patients and 

found that clustering outperformed over other existing medical opinion. They found a set of interesting attributes that could be 

used by doctors as additional support on whether or not to recommend a biopsy for a patient suspected of having the cervical 

cancer [47]. 
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b) Healthcare management: Data mining applications can be developed to find out better and track chronic diseases states and 

high-risk patients, design suitable interventions, and reduce the different number of hospital admissions and claims to aid 

healthcare management.  

c) Customer relationship management: 

Data Mining helps the healthcare organization to understand the quality, behavior, preferences, patterns and needs of their 

customer in order to make better relation with them. Hallick has suggested that Data mining techniques provide the information to 

patient regarding various diseases and their prevention so we can say that CRM in healthcare can help to promote disease 

education, prevention, and wellness services [48]. 

 

d) Hospital Ranking: Different data mining methods are used to analyze the various hospital details in order to determine their 

ranks [49]. The Ranking of the hospitals are done on the basis of their capability to handle the high risk patients. 

 

e) Improved Patient care: Large amount of data is collected with the advancement in electronic patient record. Patient data 

which it store in digitized form improve the healthcare system quality. Kolar has identified that healthcare organizations used data 

mining techniques for patient grouping [50]. 

f) Fraud and abuse detection: Healthcare insurer develops a model by using data mining techniques to detect the abuse and fraud 

in the medical claims. This model is helpful for identifying the inappropriate prescriptions, fake or irregular patterns in medical 

claims made by patients, physicians, hospitals etc. 

Kou et al. [51] presents survey of knowledge discovery and neural network used in credit card fraud detection and insurance 

claims. By extension, these techniques could also be used to detect anomalous patterns in health insurance claims. 

Johnson et al. proposed a multistage methodology in order to better detection of fraud committed by patients as well as by 

providers for healthcare insurance companies. The proposed methodology helped a lot in reducing significant costs for insurance 

companies. The proposed methodology was made up of various stages including risk determination stage. The risk threshold was 

determined by using a decision tree based method. The proposed methodology was compared with unsupervised and supervised 

neural network techniques. After comparison, it has been found that the proposed methodology outperforms over unsupervised 

and supervised neural network techniques in order to detect the fraud. Apart from this, proposed methodology plays a significant 

role in validated the legitimated claims by obtaining the information from insurance claim forms [52]. 

 

5. Conclusion 

The objective of our work is to provide a study of different data mining techniques that can be employed in healthcare sectors. 

Various data mining classification techniques are defined in this work which has emerged in recent years for efficient and 

effective in healthcare domain. The various applications of data mining in healthcare have also been discussed which can help the 

healthcare researchers to do better decision making. 
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