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ABSTRACT  

Particle swarm optimization (PSO) algorithm has been used to obtain the optimal design of three degrees of freedom 

mathematical model for the suspended vibrated drum. Optimization is done for the geometric distance of the model; therefore the 

mathematical model has two constraints which are presented.  The constraints must be achieved to improve the model. PSO code 

is programmed in MATLAB with exchanging data between MATLAB and Simulink. 

Key Words: PSO, Dynamic model, Optimization, GA. 

_______________________________________________________________________________________

1. INTRODUCTION  

Artificial Intelligence (AI) is biologically inspired that simulates natural intelligence of human and animals. Artificial intelligence 

is a branch of computer science. Any device envisages the environment and takes decision to achieve the goals that called 

intelligence.  

Boyraz and Gunduz (2013) improved their design proposing using genetic algorithm to estimate stiffness, damping coefficient, 

and geometric distances of suspension elements [1]. Kolhar and Patel (2013) used Solidwork program to optimize the model of 

suspended drum [2]. Hassaan (2015) used MATLAB optimization toolbox to find optimal parameters of mass drum, spring 

stiffness and damping coefficient for   one degree of freedom (DOF) [3]. Jung and Simpson (2016) used genetic algorithm to 

multidisciplinary analysis of vibrated drum and washing goals [4].  

However according to Couceiro and Ghamisi, Particle swarm optimization is better than genetic algorithm, because genetic 

algorithm hasn’t previous experience and communication of population and it is possible to find local best solution as optimal 

solution. In addition, if a chromosome is not chosen, the information included by that individual is wasted [5]. Figure (1) shows 

global and local minimum solutions. PSO is used to improve the 3DOF mathematical model that was presented in reference [6]. 

The model is shown in figure (2).  

 

 

 

 

http://www.ijasre.net/
http://doi.org/10.31695/IJASRE.2019.33044
http://doi.org/10.31695/IJASRE.2019.33044
http://www.ijasre.net/


International Journal of Advances in Scientific Research and Engineering (ijasre), Vol 5 (1), January-2019 

www.ijasre.net             Page 66 

DOI: 10.31695/IJASRE.2019.33044 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2. IMPROVEMENT DESIGN USING PSO  

Swarm intelligence simulates searching behavior of the animals group to find optimal source of the food. Particle Swarm 

Optimization algorithm was discovered by framing social paradigm simulation in simple equations.  It is associated to the fishing 

schooling and bird flocking [7, 8]. The key point of PSO effective and powerful associated with the previous experience of each 

particle and communication between populations. Two equations contain a position (solution) and direction (velocity) for each 

particle in all iterations. The previous experience of a particle is achieved by cognitive component. On the other hand, the 

communication between populations is done by social component as following:  

At iteration      , the swarm can be updated by [5]:  

  (   )      ( )   ̌   [  
    ( )]   ̌    [ 

    ( )] ---------------------------------- (1)  

  (   )     ( ) +  (   )  ----------------------------------------------------------------------- (2) 

            

Where  

  ( ) : The position or solution. 

  (   ) : The next position or solution. 

  ( ) : The velocity. 

  (   ) : The next velocity. 

Figure 1: The global and local solution  
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Parameters of the model: 

Figure 2: Dynamic model of vibration system 
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   : Number of particles. 

   : The global best solution(     ).  

  
  : Particle best solution(     )    

  : Inertia coefficient         . 

 ̌ : Acceleration (or learning) constant  ̌    2   ̌      . 

    And     are uniform random numbers within [0, 1]. 

 ̌   [  
    ( )] : Cognitive component.  

 ̌   [ 
    ( )] : Social component.  

In every iteration, each particle is updated by following the two best values, namely, the particle best      , denoted   
     

         , which is the best solution it has achieved so far, and the global best      , denoted   , which is the best value obtained 

so far by any particle in the population. The best value for the population in a generation is a local best,       [5, 7, 8]. The global 

solution represents the optimal source of the food for birds. The local solution represents any source of food for birds. Constraint 

represents an enemy for birds that must be avoided to find optimal source of the food [5].  

For a model proposing in reference [6], optimization of the Simulink model can be done for each distance 

(             2  2  3  4). Geometric distances are shown in figure (3). The distances (           ) with radius of drum 

(a) must form a triangle for symmetrical two sides in top half of figure (3). Similarly the distance ( 2  2  3  4) with radius of 

drum (a) must form a triangle for symmetrical two sides in bottom half of figure (3).  These conditions are constraints for 

optimization because probably PSO solution can’t form triangles.  

 

 

 

 

 

 

 

 

 

 

 

 

 

To achieve the triangle in figure (4), geometric distances (           ) process to become (        ) as following:  

   √(  )
  (  )  -------------------------------------- (3) 

       
  

    
    

       
  -------------------------------------- (4) 

Angle ( ) of triangle shown in figure (4):  

Figure 3: Distances of system 
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To find     and     for feeding Simulink model: 

   √(  )
  (  )

    ------------------------------------- (6) 

           √(  )
  (  )

   ----------------------------- (7) 

       (
  

  
)        (

  

  
) ------------------------------ (8) 

 

 

 

 

 

 

 

 

 

 

 

        are known. And to find     

Solve equation (7) and (8) together to get      : 

Move *     (
  

  
)+ term to the left side of equation (8):  

       (
  

  
)         (

  

  
) --------------------------------------------------------- (9) 

Take (            ) for each side of above equation 

   *       (
  

  
)+    

  

  
   ---------------------------------------------------------- (10) 

Thus  

           *     
  (

  

  
)+  ----------------------------------------------------- (11) 

Substitute equation (7) in equation (11): 

Thus  

      √(  )
  (  )

     *     (
  

  
)   + ------------------------------------- (12) 

Then  

   
      *   

  (
  

  
)  +

√  (   *     (
  

  
)  +) 

  -------------------------------------------------------------- (13) 

In order to solve the constraints problem, the geometric distances shown in figure (6) (             2  2  3  4) must be 

redefined to become as (          2  2  3) that shown in figure (7) with notification that           3   4 . 

Figure 4: Three triangle side 𝑳𝟏 𝒎𝟏 𝒂 
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An Optimization problem is a code of PSO in MATLAB but the model in Simulink. To solve this problem, workspace of the 

MATLAB must be shared with the workspace of Simulink then Simulink was run by sim command with sending the output of 

Figure 6: Simulink model of 3DOF vibration system with the geometric 

distances as inputs 

Figure 7: Inputs (𝑯𝟏 𝑽𝟏 𝒎𝟏 𝑯𝟐 𝑽𝟐 𝒎𝟐) for Simulink model 

Figure 5: Equations (3) (4) (7) and (13) programed in MATLAB function block 
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Simulink to workspace by (simout block) for each degree of freedom (z, y, and alpha). Each degree of freedom (z, y, and alpha) 

represent as a matrix in MATLAB, then max value in transient and steady state is found to comparison. To optimize the 3DOF 

Simulink model, Bоyraz and Ḡündüz [1] proposed three type of criterions for minimizing amplitude of the Simulink output, which 

are: 

 Transient vibration. 

 Wobbling of drum movements. 

 Transient with steady-state vibration. 

The best criterion is using the steady-state and transient amplitudes of the vibration displacements. The cost (or fitness) function 

according to the best criterion is:  

                                        ------------------------------ (14) 

Where 

                                    --------------------------------------- (15)  

                                                 -------------------- (16)  

                                    --------------------------------------- (17) 

Equation (14) used in [1,4] but without alpha term. PSO algorithm steps are shown in figure (8).  

 

 

 

 

 

 

 

 

 

3. NATURAL FREQUENCIES  

To find natural frequencies of any system which is modeled in MATLAB or Simulink, the command damp is used which is shown 

in figure (9) after system linearization that shows in figure (2) to become as state space model.    

 

 

 

 

 

 

 

 

 

equation (1) 

equation (2) 

Figure 8: PSO steps 

Figure 9: MATLAB command using to find natural 

frequency 
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4. RESULTS  

Figure (10) shows the relationship between cost function and iteration. It should be noted that the cost function changes with the 

variation of geometric distance. Figure (11) shows results of Natural frequencies (rad/s) and damping ratios form state space 

model. Figures (12), (13) and (14) show comparison of Simulink outputs between first simulation and optimization.  

 

 

    

 

 

 

 

 

 

 

 

 

 

  

Figure 10: Relationship between cost function and iterations 

Figure 11: Results of Natural frequencies (rad/s) and damping ratios 

form state space model 
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Figure 12: Comparison of y-axis between simulation and optimization 

Figure 13: Comparison of z-axis between simulation and optimization 

Figure 14: Comparison of alpha angle between simulation and optimization 
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5. DISCUSSION   

 Minimum solutions have been obtained successfully by changing geometric distances as shown in figures (12-13).  

 For achieving the model constraints then the geometric distances (              2  2  3  4 ) convert to become 

(          2  2   ).  

 PSO reaches the optimal solution according to figure (10) that shows the constant values of cost function near to iteration 14. 

 Number of natural frequencies must be equal to degrees of freedom of the model but the repetition of natural frequencies 

values in figure (11)) relates to the number of the state space vectors. Furthermore, the state vectors depend on the number of 

the integrations and derivations in the Simulink model.  

 

6. CONCLUSION  

1. Efficient solutions have been obtained successfully by particle swarm optimization. 

2. The equations which are derived are successful for solving the constraints of the mathematical model. 

3. PSO reaches the optimal solution according to the relationship between cost function and iterations which shows the constant 

values of each cost function near to iteration 14. 
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